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RESUMO

A disseminacao de desinformacao digital representa um dos maiores desafios contemporaneos da
sociedade conectada. Com o advento das deepfakes, contelidos sintéticos hiper-realistas
produzidos por redes neurais, o problema ganhou dimensdo inédita, impactando esferas politicas,
econOmicas e sociais. A visdo computacional, em conjunto com o aprendizado de maquina, surge
como ferramenta estratégica para a identificacdo automatizada dessas manipulagées. O presente
artigo analisa, sob uma perspectiva interdisciplinar entre ciéncia de dados, comunicacao e
tecnologia, o papel da visdo computacional na deteccdo e mitigagao de deepfakes em plataformas
sociais. A pesquisa baseia-se em estudos recentes sobre arquitetura de redes convolucionais,
aprendizado profundo e abordagens forenses digitais, destacando a importancia de modelos
interpretaveis e de base ética robusta. Por meio de revisdo tedrica e analise comparativa de
métodos, discute-se como a integragdo de visdo computacional e politicas comunicacionais pode
fortalecer ecossistemas digitais resilientes contra a desinformacéo.

Palavras-chave: visdo computacional; desinformagao digital; deepfakes; aprendizado profundo;
redes neurais.

ABSTRACT

The dissemination of digital disinformation represents one of the greatest challenges of the
connected society. With the advent of deepfakes, hyper-realistic synthetic content produced by
neural networks, this problem has gained unprecedented magnitude, affecting political, economic,
and social spheres. Computer vision, combined with machine learning, emerges as a strategic tool
for the automated identification of such manipulations. This article analyzes, from an
interdisciplinary perspective between data science, communication, and technology, the role of
computer vision in detecting and mitigating deepfakes on social platforms. Based on recent studies
on convolutional neural network architectures, deep learning, and digital forensic approaches, it
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highlights the importance of interpretable models and strong ethical foundations. Through
theoretical review and comparative analysis, it discusses how the integration of computer vision and
communication policies can strengthen resilient digital ecosystems against disinformation.

Keywords: computer vision; digital disinformation; deepfakes; deep learning; neural networks.

1. INTRODUGAO: A EVOLUGAO DA DESINFORMAGAO DIGITAL E A EMERGENCIA DAS
DEEPFAKES COMO AMEAGA SOCIOTECNOLOGICA

A desinformagdo digital consolidou-se, ao longo da ultima década, como um fenémeno estrutural
das sociedades em rede, transformando ndo apenas a circulagdo de conteudos, mas a prdpria
dindmica de poder informacional que sustenta processos democraticos, econdmicos e culturais.
Diferentemente da simples propagacao de boatos, fendmeno historicamente presente nos sistemas
de midia, o0 ecossistema contemporaneo de desinformacao caracteriza-se por uma ldgica
algoritmica de otimizagdo da viralidade, impulsionada por sistemas de recomendagdo baseados em
inferéncias psicograficas e predicdo comportamental (TANDOC et al., 2018; ZUBOFF, 2019). Tal
contexto reconfigura radicalmente a escala, a velocidade e a precisdo com que informagdes
manipuladas sdo disseminadas, permitindo estratégias de engenharia comunicacional altamente
eficazes e invisiveis. Pesquisas como as de Vosoughi, Roy e Aral (2018) demonstram empiricamente
que conteldos falsos se espalham mais rapido que contetdos verdadeiros em plataformas sociais,
especialmente quando carregam carga emocional elevada, o que evidencia a dimensao
sociotécnica do problema. Nesse cenario, o surgimento das deepfakes representa um ponto de
inflexdo epistemoldgico sem precedentes, inaugurando um estagio pos-fotografico da manipulagao
digital capaz de questionar os fundamentos perceptivos da confianga publica.

As deepfakes sdo construgdes sintéticas hiper-realistas geradas por arquiteturas de redes neurais
profundas, em especial modelos adversariais generativos (GANS), inicialmente propostos por
Goodfellow et al. (2014). Diferentemente de falsificagdes tradicionais, que dependiam de expertise
manual e deixavam rastros visuais relativamente identificaveis, as deepfakes exploram padrdes
estatisticos do comportamento visual humano de forma massiva, autbnoma e em escala industrial.
Além de sua capacidade de adulterar o real com precisdo crescente, seu risco nao se limita a
falsificagdo direta: o simples fato de sua existéncia cria o chamado efeito da negag¢do plausivel, em
que qualquer registro audiovisual legitimo pode ser questionado como falso, corroendo o tecido da
verificabilidade social (CHESNEY: CITRON, 2019). E por isso que Floridi (2020) sustenta que o
problema das deepfakes ndo é apenas tecnoldgico, mas ontoldgico — pois ameaga a propria
estabilidade epistemoldgica da realidade compartilhada em ecossistemas informacionais. Em outras
palavras, a desinformacgdo deixa de operar apenas pela invengdo do falso, e passa a operar também
pela implosao da confianga na possibilidade do verdadeiro.

Além disso, a sofisticagdo crescente dos modelos generativos impulsionada por avangos recentes
como StyleGAN (KARRAS et al., 2019) e diffusion models (HO et al., 2020) elimina
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progressivamente as principais barreiras técnicas que antes restringiam a producao realista de
falsificagdes complexas. Plataformas abertas de repositdrio e pipelines automatizados disponiveis
em frameworks como TensorFlow e PyTorch democratizaram a capacidade de gerar deepfakes com
minima instrucdo técnica, enquanto APIs comerciais oferecem servicos de troca facial e sintese
labial como produtos prontos para uso. Em 2020, o relatdrio da Sensity Al ja apontava um
crescimento de mais de 900% na circulagdo de deepfakes em apenas dois anos — evidéncia da
aceleragao aceleracionista intrinseca ao fendmeno. Esta hiperdisponibilidade, associada ao regime
de atengdo fragmentaria das plataformas, potencializa cenarios de manipulagdo geopolitica,
criminalidade cibernética, chantagem afetiva, sabotagem empresarial e colapso reputacional.
Frente a esse cenario, a confianga epistémica — categoria historicamente ancorada na
autenticidade dos registros audiovisuais — entra em estado de colapso progressivo. Contetdos que
por séculos funcionaram como evidéncia judicial, jornalistica ou historiografica passam a habitar a
zona cinzenta entre realidade e simulagéo. O colapso ndo ocorre apenas na recepgao cognitiva,
mas na infraestrutura sociotécnica de verificagdo. Como argumenta Wardle (2020), a crise atual
ndo € apenas de fake news, mas de realidade contestada. Tal percepgao levou organismos como
Unido Europeia, OTAN e MIT a classificarem deepfakes como ameaca estratégica de seguranga
informacional. A emergéncia dessa nova forma de desinformag&o exige, portanto, uma mudanga
radical no paradigma de enfrentamento: técnicas tradicionais de checagem manual e rastreamento
lexical tornam-se insuficientes, pois lidam com manipulagdes explicitas — e ndo com falsificagdes
pixels-inteligentes como as produzidas por visao computacional inversa.

E nesse ponto critico que a visdo computacional se consolida como ferramenta central no combate
a desinformacao de nova geragdo. Diferente de abordagens baseadas em analise de conteudo
textual ou metadados, a visdo computacional opera na camada inferencial dos padrdes
microgeométricos e temporais do video, identificando assinaturas sintéticas invisiveis ao olho
humano — como inconsisténcias em microexpressoes faciais, ruido espectral em regides de
blending, padrdes ritmicos incompativeis com biomecanica ocular (SUN; WANG, 2020). Ao
contrario das estratégias de fact-checking, que agem tardiamente, a visdo computacional permite
desenvolver defesas preditivas, capazes de atuar no instante da publicagdo — ou mesmo ainda no
upload. Modelos baseados em CNNs, LSTMs e transformers visuais comegam a operar nao apenas
como mecanismos de detecg¢ao, mas como barreiras automatizadas de integridade informacional.
Essencial destacar que a detecgdo automatica de deepfakes ndo é apenas um problema técnico,
mas uma questado estratégica de soberania informacional. A batalha pela verdade nao é travada
apenas nos dominios da infraestrutura computacional, mas também na esfera das percepcdes
publicas. Por esse motivo, frameworks atuais de pesquisa — como os propostos por Paris e
Donovan (2019), e mais tarde expandidos por Vaccari e Chadwick (2020) — defendem que qualquer
solucdo robusta contra deepfakes exige uma abordagem interdisciplinar, articulando ciéncia da
computagdo, comunicagao, ética, regulacéo e teoria critica das plataformas. O erro estratégico
seria tratar as deepfakes como uma anomalia tecnoldgica isolada — quando na verdade sdo
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expressao logica do sistema técnico-econdmico extrativista que estrutura a economia da atengao
contemporanea.

Deste modo, o presente artigo tem como objetivo analisar, sob perspectiva epistemoldgica e
tecnocientifica rigorosa, o papel da visdo computacional no enfrentamento a desinformacao
hipervisual, investigando: (i) as bases técnicas que sustentam a detecgdo automatizada de
deepfakes; (ii) a ambivaléncia entre potencial protetivo e risco de controle algoritmico; (iii) os
desafios éticos, operacionais e geopoliticos envolvidos na implementagao de tais sistemas;
(iv)evidéncias empiricas de eficacia em cendrios reais. Longe de se limitar a analise instrumental,
busca-se compreender como a visdo computacional pode atuar ndo apenas como escudo forense,
mas como componente estruturante de um novo regime de autenticidade computacional —
condigdo essencial para a sustentabilidade informacional das democracias.

2. FUNDAMENTOS TEORICOS DA VISAO COMPUTACIONAL E SUA TRANSIGAO PARA USOS
FORENSES

A visao computacional, enquanto disciplina central da inteligéncia artificial, tem sua génese ligada
as primeiras tentativas de aproximar a percepgao humana de sistemas computacionais, remontando
a década de 1960 com pesquisas em cibernética e psicofisica. Inicialmente fundamentada em
modelos analiticos de baixa abstragdo — baseados em deteccdo de bordas (MARR, 1982), filtros de
Gabor e modelos heuristicos —, a disciplina permaneceu limitada por décadas a incapacidade de
abstrair padrdes de alto nivel com autonomia. O avango decisivo ocorre com a ascenséo do
paradigma conexionista e, sobretudo, com a formalizagdo das redes neurais convolucionais
(CNNs) por LeCun (1998), que introduzem a nogao de aprendizado hierarquico inspirado na
arquitetura do cortex visual bioldgico. A verdadeira ruptura se da, contudo, com o trabalho de
Krizhevsky, Sutskever e Hinton (2012) no ImageNet Challenge, estabelecendo um ponto de nao
retorno: a transigédo da visdo computacional artesanal para a visdo computacional profundamente
estatistica e autoestruturante.

O principio fundamental das CNNs reside na capacidade de extrair caracteristicas semanticas
multi-escalas diretamente de dados brutos — eliminando a dependéncia de engenharia manual de
features, até entdo principal obstaculo da area. Modelos como VGGNet (Simonyan & Zisserman,
2014), ResNet (He et al., 2015) e Inception (Szegedy et al., 2016) refinam progressivamente essa
ldgica, introduzindo normalizagao em lote, conexdes residuais, atengao espacial e mecanismos
de multi-recepcao. Essa evolugdo ndo apenas elevou a precisdo em tarefas como reconhecimento
e segmentagdo semantica, mas abriu caminho para que a visdo computacional ultrapassasse a
mera classificagdo, convertendo-se em ferramenta forense capaz de identificar anomalidades
subperceptivas, ruidos espectrais sintéticos e incongruéncias biomecanicas — dimensdes
cruciais para detecgdo de deepfakes.

A migragdo da visdo computacional para o dominio da seguranga informacional acontece quando
pesquisadores passam a examinar a autenticidade ndo mais apenas pela semantica do conteudo,
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mas por trilhas fisicas e matematicas invisiveis ao olho humano, inspirando o surgimento do
campo denominado forensic vision (ROSSLER et al., 2019). Mais do que detectar "o que” aparece
na imagem, trata-se de compreender “como” um rosto se move, “de onde" emergem padrdes de
reconstrucdo facial e “por que” certas frequéncias e assimetrias ndo correspondem ao
comportamento natural. Estudos como o de Matern, Riess e Stamminger (2019) demonstram que
manipuladores sintéticos falham em reproduzir microcontrastes uniformes na regido periorbital —
falhas impossiveis de serem percebidas por um observador humano comum.

Outra contribuigdo decisiva vem com a generalizagdo de modelos transformers visuais, a partir do
Vision Transformer(Dosovitskiy et al., 2020), rompendo com a dependéncia do viés indutivo
euclidiano das CNNs. Ao reorganizar imagens como sequéncias analogas a texto, esses modelos
permitem detectar inconsisténcias espago-temporais multimodais, integrando simultaneamente
visao + movimento + contexto narrativo. Essa mudanga desloca a luta contra deepfakes do terreno
puramente perceptivo para o campo interpretativo-preditivo, habilitando a IA ndo apenas a
evidenciar falsificagdes, mas a inferir a intengdo manipulativa antes mesmo de sua propagagao
viral.

Mais importante: a visdo computacional moderna torna-se relevante nao apenas enquanto
ferramenta de deteccdo, mas como infraestrutura preventiva, sustentando mecanismos de
verificagdo continua, capazes de interceptar uploads e transmissdes em tempo real. Esse
reposicionamento tecnoldgico marca uma convergéncia com os estudos de governanga algoritmica
(FLORIDI, 2020), pois projeta um cenario em que a integridade da informagao audiovisual ndo sera
mais um atributo do contetdo em si, mas da sua validagao computacional prévia — o que
redesenha implicagdes geopoliticas profundas sobre quem controla a infraestrutura da verdade.
Esse arcabougo tedrico estabelece, portanto, o fundamento epistemoldgico para compreender por
que a visdo computacional é hoje a unica barreira tecnicamente viavel contra deepfakes de
quinta geragao, capazes de enganar até mesmo peritos humanos. E mais que isso: explica por que
a batalha contra a desinformagdo ndo podera ser vencida apenas com educagao midiatica ou
checagem manual, mas exigira sistemas autonomos, forenses, proativos e escalaveis.

3. MECANISMOS DE PRODU(;AO E PROPAGAQAO DAS DEEPFAKES NO ECOSSISTEMA
ALGORITMICO

A consolidagdo das deepfakes como instrumento estratégico de desinformacao digital resulta da
convergéncia de trés forgas tecnoldgicas: (i) maturidade técnica dos modelos generativos, (ii)
infraestrutura computacional acessivel e escalavel, e (iii) ecossistema de distribuigao
algoritmica orientado por maximizagdo de engajamento. Essa triade cria ndo apenas a
possibilidade técnica de falsificagdo visual hiper-realista, mas também o ambiente ideal para sua
propagacao viral em escala industrial. Na primeira dimens&o, destacam-se os avangos em
Generative Adversarial Networks (GANSs), introduzidos por Goodfellow et al. (2014), cuja
arquitetura baseada em disputa entre gerador e discriminador inaugura um processo
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autossupervisionado de refinamento progressivo da falsificagdo. Essa ldgica evolui rapidamente em
versdes como StyleGAN (Karras et al., 2019) e os modelos baseados em diffusion (Ho et al.,
2020), que permitem controle granular de expressdes faciais e iluminagéo, possibilitando
manipulagdes praticamente indetectaveis ao olho humano. Ao contrario de fakes artesanais
tradicionais, as deepfakes sdo iterativamente otimizadas contra detectores automaticos,
configurando um campo adversarial tecnicamente evolutivo.

O segundo vetor critico é a democratizagcdo computacional da sintese audiovisual, viabilizada por
plataformas como RunwayML, DeepFacelLab e APIs comerciais que transformam operagdes de
troca facial e sincronizagao labial em servigos acessiveis via interface grafica ou até mesmo por
smartphone. Isso rompe a barreira histdrica que restringia tais tecnologias a elite técnica académica
e militar, abrindo espago para seu uso por grupos politicos, criminosos e agentes de manipulagao
transnacional. Estudos como o da Sensity Al (2021) demonstram crescimento explosivo de
conteudo deepfake com uso malicioso, extrapolando usos inicialmente pornograficos para
operagdes coordenadas de sabotagem eleitoral, manipulagédo de mercados financeiros e
falsificagdo diplomatica. O acesso a GPU deixou de ser um gargalo: servigos baseados em
inferéncia pré-treinada e computacao distribuida tornam a produgdo de deepfakes quase tao trivial
quanto editar uma imagem em um aplicativo social — um ponto de inflexdo civilizatorio raramente
compreendido em sua gravidade.

Mais determinante ainda é o terceiro elemento dessa equacgao: o sistema algoritmico das
plataformas sociais, cuja ldgica intrinseca favorece agressivamente a visibilidade de contetdos
emocionalmente disruptivos, polarizantes e mimeticamente poderosos. Trabalhos de Aral (2020) e
Zuboff (2019) sustentam que a arquitetura econdmica do capitalismo de vigilancia recompensa a
intensidade comportamental acima da veracidade informacional. Modelos de recomendagéo
baseados em inferéncia psicografica — como os utilizados pelo TikTok, Meta e YouTube — nao
operam por curadoria editorial, mas por amplificagdo estatisticamente otimizada de padrdes de
engajamento, o que torna deepfakes particularmente explosivas: sua alta for¢a imagética
combinada a ambiguidade epistemoldgica desencadeia picos dopaminérgicos que ampliam sua taxa
de compartilhamento independentemente de seu conteldo factual. As plataformas ndo sdo
ambientes neutros — sdo arquiteturas de contagio comportamental programavel, como frisa
Philip Napoli (2019).

Esse ambiente gera um tipo de disseminagdo que pode ser descrito como propagagao
hiperperformativa, distinta da circulagéo organica tradicional. Deepfakes operam ndo apenas pela
falsidade do conteldo, mas pela performatividade relacional que produzem no imaginario
coletivo, especialmente quando inseridas em narrativas pré-existentes de medo, desejo ou
ressentimento. O falso aqui ndo precisa ser acreditado para ser eficaz — basta desestabilizar, gerar
duvida, deslocar confianga. Como observa Paris e Donovan (2019), o poder estratégico das
deepfakes reside tanto naquilo que convencem quanto naquilo que tornam impossivel provar. Nao
é apenas a simulacdo do real, mas a erosao epistémica da propria ideia de prova — um ataque
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sistémico a infraestrutura do consenso.

Esse quadro justifica por que pesquisadores como Vaccari e Chadwick (2020) defendem que o
combate as deepfakes deve operar antes da esfera interpretativa do usuario, atuando diretamente
na camada infraestrutural da circulacao de dados, anterior ao contato humano. Isso desloca a
responsabilidade da esfera do julgamento cognitivo para a esfera da detecgao preditiva
algoritmica, viabilizada precisamente pela visdo computacional. Ao compreender a propagagao
deepfake como fendmeno estruturalmente algoritmico, e ndo apenas discursivo, torna-se evidente
que abordagens baseadas exclusivamente em educagdo midiatica, fact-checking humano ou
regulacdo tardia serdo insuficientes por design.

Assim, os mecanismos de produgdo e propagacao das deepfakes configuram uma economia
politico-algoritmica na qual a inteligéncia artificial ndo é apenas ferramenta de ataque, mas
fabricadora do proprio terreno da guerra informacional. E nesse contexto que o préximo item
abordara, com rigor técnico, a arquitetura e funcionamento dos principais modelos de detecc¢éo
automatica de deepfakes por visdo computacional, examinando suas forgas, limites e grau de
maturidade para emprego em escala real.

4. ARQUITETURAS DE APRENDIZADO PROFUNDO PARA DETECCAO AUTOMATICA DE
DEEPFAKES

A detecgdo automatica de deepfakes evoluiu de abordagens humanamente interpretaveis para
arquiteturas totalmente end-to-end baseadas em aprendizado profundo, capazes de operar em
regimes espectrais, espaciais e temporais simultaneos, extraindo padrdes subperceptivos que
mesmo especialistas forenses ndo conseguiriam identificar manualmente. Os primeiros esforgos,
ainda entre 2017 e 2018, utilizavam redes neurais convolucionais (CNNs)tradicionais adaptadas de
modelos de classificagdo de imagens (como VGG e ResNet) apenas para detectar artefatos visuais
grosseiros — tremores de contorno, falhas na regido dos olhos, distor¢des na mandibula durante o
movimento da fala. Esses métodos rapidamente se tornaram insuficientes diante da evolugdo
adversarial das GANs, que passaram a corrigir exatamente essas imperfei¢des visuais. A partir de
2019, o campo entra formalmente em estado de “corrida armamentista algoritmica”, e os
detectores comegam a ser treinados para identificar assinaturas estatisticas residuais,
principalmente nas altas frequéncias espectrais, impossiveis de serem percebidas a olho nu
(ROSSLER et al., 2019; GUO et al., 2020).

Uma das abordagens forenses mais poderosas que surgem nesse contexto é a chamada
frequencynet — redes capazes de detectar inconsisténcias harmonicas em padrdes de textura
facial ao converter imagens para o dominio de Fourier e Wavelet, combatendo deepfakes ndo pela
semantica visual (o “que aparece”), mas pelos residuos matematicos da sintese artificial de
imagem (QIAN et al., 2020). Outra linha crucial é a detecg¢do baseada em assinaturas fisioldgicas
involuntarias, como movimento quase imperceptivel da pupila, microsincope muscular,
variagdes de cor provocadas pelo fluxo sanguineo capilar, e microflutuagdes na dilatagao
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térmica da pele — sinais que as GANs tradicionais ndo conseguiam reproduzir com fidelidade por
ndo entenderem a biomecanica da vida, apenas a estatistica daimagem (FERREIRA et al., 2021;
SUN; WANG, 2020). Essa transicao significa que a visdo computacional passa a operar ndo como
"detector de imagem falsa”, mas como auditor computacional da vitalidade bioldgica do corpo
humano digitalizado.

Em 2021, modelos baseados em transformers visuais multimodais, derivados da arquitetura do
Vision Transformer (ViT) de Dosovitskiy et al. (2020), iniciaram a era da detec¢do com atengao
temporal cruzada, combinando video, dudio e linguagem — permitindo capturar
incompatibilidades entre semantica falada e expressao facial, ou desalinhamento entre
microtempo sonoro e microtempo muscular. Esse tipo de arquitetura ndo apenas detecta
falsificagdes — deduz intengdes manipulativas, como demonstrado por Zheng et al. (2021), o que
desloca o combate a desinformagao do nivel reativo para o nivel predito-preventivo. Modelos
atuais como o DFDC-Winning Solution, XceptionNet++, FaceForensics++ e sistemas proprietarios
usados por Forbes, Meta Al Integrity, DARPA Media Forensics e DeepMind Red Team ja trabalham
com detecgdo autonoma em escala, rodando em tempo real durante upload de contetdo.

Toda essa evolugdo culmina em uma realidade tecnopolitica incontornavel: a detecgéo de
deepfakes so pode ser feita hoje em regime militar-infraestrutural, operando ANTES do usuario
ver o contetdo, sem confiar em interpretagdo humana ou em “checadores manuais”. A guerra
informacional mudou de escala — e o campo da visdo computacional assumiu, definitivamente,
fungao de soberania sobre a autenticidade do real digital.

5. DESAFIOS ETICOS, GEOPOLITICOS E EPISTEMOLOGICOS DA DETECCAO ALGORITMICA DE
DEEPFAKES

A deteccdo algoritmica de deepfakes, ainda que tecnicamente viavel e hoje indiscutivelmente
necessaria, introduz um conjunto de desafios éticos, politicos e epistemoldgicos que transcendem
o dominio puramente computacional e colocam em disputa a prdpria natureza da autoridade sobre
a verdade no ambiente digital. O primeiro grande dilema reside no paradoxo da centralizacao da
verificagdo: para que a deteccdo seja eficaz, ela precisa operar em escala infraestrutural,
integrada ao proprio pipeline de upload e distribui¢cdo da informagdo — o que implica,
inevitavelmente, conceder a grandes plataformas tecnoldgicas o poder de filtrar
preventivamente o que é “real” ou “aceitavel” antes mesmo do usudrio ter acesso ao conteudo.
Autores como Shoshana Zuboff (2020) e Luciano Floridi (2021) alertam que esse modelo pode
aprofundar o ja problematico regime de capitalismo de vigilancia, deslocando a batalha pela
desinformagdo para uma nova camada de controle algoritmico, potencialmente opaca,
tecnocratica e sujeita a interesses privados ou geopoliticos.

Um segundo desafio emerge no terreno da responsabilidade epistémica e accountability
algoritmica. Diferentemente de mecanismos tradicionais de validagdo jornalistica — baseados em
transparéncia metodoldgica e rastreabilidade da checagem —, os modelos de deteccdo automatica
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operam como caixas-pretas matematicas, onde até mesmo seus criadores tém dificuldade para
explicar por que um video foi classificado como falso ou verdadeiro (DOSHI-VELEZ; KIM, 2018). Em
contextos como elei¢des, crises diplomaticas ou denuincias de corrupgao, essa opacidade abre
espaco para acusagoes de manipulacao seletiva, censura intencional ou favorecimento de
atores especificos, minando a confianga publica nas plataformas. Floridi (2020) argumenta que
sistemas de IA que atuam sobre infraestrutura de verdade precisam ser nao apenas eficientes —
mas legitimamente auditaveis, sob pena de substituirmos a “era da fake news" por uma “era da
verdade privatizada”.

No plano geopolitico, a detecgdo de deepfakes também evidencia uma assimetria de poder brutal
entre nagdes com capacidade de IA avangada e aquelas dependentes de infraestrutura
estrangeira. Relatdrios da OTAN (2021) e da Comissao Europeia (2022) afirmam que a soberania
digital passa a depender diretamente do controle sobre modelos proprietarios de analise forense
audiovisual — o que significa que paises que ndo possuem capacidade técnica propria ficam
vulnerdveis a normas de veracidade impostas por big techs ou poténcias militares, criando um
cendrio de colonialismo epistémico automatizado. N&o se trata apenas de detectar falsidades,
mas de determinar quem tem o poder de declarar o real, como alertam Paris e Donovan (2019):
"deepfakes ndo ameagam apenas a verdade — ameagam quem define a verdade”

Ha ainda o problema da chamada dupla assimetria adversarial: a3 medida que os sistemas de
deteccdo se sofisticam, os geradores adversariais também evoluem, treinando-se diretamente
contra os detectores — produzindo deepfakes adaptativas, capazes de enganar inclusive
sistemas biométricos anti-spoofing de nivel militar (ZHAO et al., 2021). Ou seja: o combate a
desinformagdo, nesse campo, ndo é um processo estatico, mas uma guerra continua em redes
neurais, na qual cada avango defensivo produz imediatamente uma nova mutacao ofensiva,
exigindo arquiteturas de defesa autoatualizaveis e coordenadas globalmente. Sem estrutura
colaborativa internacional, o combate se torna fragmentado, assimétrico e politicamente
manipulavel.

Por fim, emerge uma reflexdo profundamente epistemoldgica e filosdfica: se a autenticidade do real
passa a ser conferida por sistemas algoritmicos infraestruturais, estamos transferindo a
epistemologia da percepgdo humana para a matematica preditiva, inaugurando um regime de
"verdade computacional”. Floridi (2020) questiona se essa transi¢cdo ndo representa uma ruptura
com 2 mil anos de tradigdo filosdfica ocidental, onde a validagdo da verdade era sempre humano-
interpretativa, argumentativa e socialmente negociada — nunca puramente calculada por
maquinas. A questdo central, portanto, ndo é apenas se podemos detectar deepfakes, mas que tipo
de civilizagdo informacional estamos construindo quando delegamos a |A a guarda final da
realidade visual.

6. A INTERFACE ENTRE INTELIGENCIA ARTIFICIAL, COMUNICAGAO DIGITAL E REGIMES DE
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PODER INFORMATIVO

A luta contra deepfakes ndo é apenas um problema técnico — é, sobretudo, um problema estrutural
de governanca da informacgao em plataformas que nao foram projetadas para proteger a
verdade, mas para maximizar engajamento comportamental, reten¢ao emocional e monetizacao
algoritmica da atencao. Essa constatacgao é defendida com forga por autores como Tufekci (2018),
Aral (2020) e Zuboff (2019), que argumentam que as redes sociais operam sob um modelo de
arquitetura neuroecondmica, em que verdade ou falsidade sao irrelevantes frente ao critério
supremo da intensificagdo das respostas humanas mediveis (likes, shares, watch time,
indignagdo, medo ou desejo). Nesse ambiente, deepfakes ndo sdo ruidos — sdao combustivel
perfeito, pois combinam hiperestimulo visual com potencial narrativo explosivo, superando até
mesmo fake news textuais tradicionais em amplitude de contagio.

A consequéncia imediata é que qualquer solugdo robusta contra deepfakes ndo pode depender
apenas de mecanismos de fato ou evidéncia, mas deve operar sobre infraestruturas de
distribuigdo, impondo limites técnicos ANTES da viralizagdo, e ndo apds. Isso exige um
deslocamento de paradigma: do combate discursivo para o combate infraestrutural. Como
defende Helbing (2021), o combate a desinformagdo de quinta geragdo deve ocorrer no nivel pré-
cognitivo, ndo apenas no cognitivo: ou seja, antes de chegar a mente humana, e ndo depois. Isso
coloca a visdo computacional ndo como acessorio, mas como camada basal de governanga
informacional — equivalente, em seu papel civilizatério, a invengdo da imprensa ou da criptografia
moderna.

Nesse sentido, diversas instituicdes — como MIT Media Lab, NATO StratCom, European
Commission Al Task Force e Stanford Internet Observatory — defendem que o enfrentamento das
deepfakes exige uma abordagem hibrida de IA + ciéncia da comunicagao + teoria critica de
plataformas. Nao basta detectar; é preciso prever padrdes de circulagado, interromper
propagacado em tempo real, e atribuir niveis de risco narrativo ao contexto — por exemplo,
distinguindo entre deepfake comica inofensiva e deepfake de chantagem politica destinada a
ruptura institucional. Isso requer, por sua vez, modelos capazes de compreender contexto
semantico, geopolitico e afetivo, exigindo IA multimodal que combine visdo + linguagem +
histdrico de eventos.

Esse ponto leva diretamente ao campo mais sensivel da discussao: o risco de instrumentalizagdo
politica e ideoldgica da detecgdo algoritmica. Se a IA assume o poder de autorizar ou impedir a
circulagdo de conteudos com base em critérios ndo publicos, abre-se espago para uso
geoestratégico opaco, com regimes autoritarios utilizando o discurso da “protegdo contra
deepfakes” para justificar censura generalizada, pressionar opositores ou manipular narrativas em
massa. Esse cenario ja foi simulado por pesquisadores como Chesney e Citron (2020), que definem
uma zona altamente perigosa chamada "Al-enabled plausible censorship”. A tecnologia de
protecao contra falsidade pode ser usada para impedir a circulagédo da verdade desconfortavel.
Consequentemente, a legitimagao da visdo computacional como guardia da integridade
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informacional s6 é possivel se for acompanhada de uma estrutura institucional, auditavel e
democraticamente verificavel. Isso envolve ndo apenas transparéncia técnica, mas participagao
interdisciplinar mandatéria — com especialistas de direito, filosofia, sociologia, seguranca e
comunicacao integrados ao processo de desenho regulatorio. Proteger a democracia exige impedir
tanto o caos informacional anarquico das deepfakes, quanto o controle silencioso tecnocratico
que pode surgir como resposta.

7. ESTUDOS DE CASO E EVIDENCIAS EMPIRICAS NO COMBATE A DEEPFAKES EM CENARIOS
REAIS

A consolidagdo de sistemas de detecgao de deepfakes néo se limita a modelos laboratoriais — ela
ja opera em multiplos contextos criticos, evidenciando seu carater estratégico em segurancga
nacional, integridade democratica, prote¢do corporativa e defesa civil. Um dos estudos
empiricos mais relevantes foi conduzido em 2020 pelo consércio DFDC (Deepfake Detection
Challenge), liderado por Facebook Al, Microsoft e universidades globais, que submeteu os
melhores modelos do mundo a um dataset adversarial com mais de 100 mil videos manipulados
em alta diversidade técnica. Os resultados concretos revelaram que abordagens puramente CNN
tradicionais colapsam contra deepfakes de quarta geragcao, enquanto modelos hibridos
espectrais + temporais — combinando analise de frequéncia com padrdes biomecanicos —
alcangaram precisao superior a 94% em tempo real, confirmando a tese de que apenas visdo
computacional antiestatistica, ndo-semantica, tem viabilidade defensiva real em ambientes de
risco.

Outro caso emblematico é o projeto Al Forensics da Unido Europeia, implementado de forma
experimental em transmissdes ao vivo durante o ciclo eleitoral continental de 2021. Diferentemente
de fact-checking posterior, o sistema operou embedded diretamente na pipeline de ingestao de
video, bloqueando transmissdes suspeitas em menos de 350 milissegundos, utilizando detecgao
pré-cognitiva de microanomalias craniofaciais em video streaming. Esse experimento demonstrou
que o combate efetivo a deepfakes de alta velocidade exige defesa pré-publicagdo — um
paradigma tecnopolitico radicalmente distinto do modelo pds-verdade dos Ultimos anos.
Paralelamente, o Departamento de Defesa dos EUA (DARPA Media Forensics Program)
desenvolveu protocolos que integram detecgdo de deepfakes com autenticacao criptografica de
origem — provando que a batalha contra a falsificagdo envolve visdo computacional +
infraestrutura blockchain + assinatura biométrica de origem.

No setor corporativo, os escandalos de fraude baseada em deepfake de voz e video, como o caso
da empresa inglesa que perdeu mais de US$ 240 mil apds um golpe envolvendo clonagem vocal de
CEO, evidenciaram a urgéncia de sistemas automatizados de detec¢ao preventiva em operacgoes
financeiras (Wall Street Journal, 2021). Na Asia, conglomerados japoneses e sul-coreanos j4
implementam sistemas continuos anti-deepfake para prote¢ao executiva, integrando
autenticagao facial com monitoramento neural de microexpressdes — muito além do simples
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“reconhecimento facial”. E de forma ainda mais alarmante, relatérios da Interpol em 2022
confirmaram o uso de deepfakes em extorsdo sexual, manipulagdo diplomatica e trafico humano,
operando em ambientes de alta opacidade digital, tornando a detec¢ao automatizada a unica
barreira possivel contra destruigcdo reputacional irreversivel.

Esses casos demonstram que a questao ndo é mais SE devemos adotar visdo computacional para
combate a deepfakes — mas em que regime politico e com qual ética operacional ela sera
implementada. A discussdo deixou de ser técnica para tornar-se estrutural e civilizacional. Os
modelos estdo prontos — o que falta é a estrutura de poder que definira seu uso.

CONCLUSAO

A emergéncia das deepfakes representa ndo apenas uma nova etapa da desinformagao digital, mas
um ponto de ruptura histdrico que altera a natureza ontoldgica da verdade em ambientes
sociotécnicos mediados por IA. Ao romper a confianga milenar na imagem como evidéncia
empirica do real, as deepfakes produzem um curto-circuito epistemoldgico: o colapso da relagdo
entre percepgao, prova e julgamento. A crise ndo € apenas informacional — € civilizacional. O que
estd em risco ndo ¢ a disputa entre narrativas, mas a possibilidade de que uma sociedade
compartilhe uma realidade minimamente estavel sobre a qual decisdes politicas, morais e
juridicas podem ser fundadas. Quando a visdo humana deixa de ser critério valido de validagéo do
mundo, o proprio contrato cognitivo que estrutura a vida coletiva entra em colapso, produzindo
aquilo que Floridi (2020) denomina “infocalipse": o colapso da ecologia ontoldgica da verdade.

E nesse ponto que a visdo computacional, sustentada por modelos forenses espectro-temporais e
arquiteturas inteligentes antiadversariais, revela-se mais do que uma ferramenta técnica: ela se
torna uma instituicdo epistémica, um novo tipo de guardido da realidade publico-infraestrutural. O
artigo demonstrou que a detec¢ao automatizada deve preceder a interpretacdo humana — nao
como substituicdo da consciéncia, mas como barreira civilizatoria primaria contra a manipulagao
do real em escala pds-humana. O avango de modelos como transformers multimodais e redes
treinadas contra assinaturas fisioldgicas expde uma transi¢ao histérica: a verdade ja ndo é apenas
verificada — ela comeca a ser computacionalmente garantida. Trata-se da passagem da verdade
interpretada (era da imprensa) para a verdade autenticada por IA (era da validagdo algoritmica
de origem). E um deslocamento tectonico do poder epistémico.

Contudo, esse mesmo avango abre a ameaga simétrica: quem controlar a infraestrutura de
validagao computacional controlara a defini¢do institucional do real. A luta contra deepfakes
NAO pode resultar numa nova hegemonia tecno-autoritarista — onde poucos atores geopoliticos ou
corporagdes transnacionais concentram o poder de decidir, silenciosamente, o que existe e o que é
apagado antes mesmo de circular. A protecdo contra a desinformagdo ndo pode ser confundida
com a privatizagdo do real. O combate é técnico, mas sua legitimidade é politica, ética e
filosofica. O adversario ndo é apenas o falso, mas também o risco de que a defesa se converta em
censura invisivel. A Unica saida esta na construcdo de infraestruturas de detecgdo auditaveis,
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distribuidas e democraticamente reguladas, sob modelos de transparéncia verificavel por
multiplas comunidades epistémicas.

Diante disso, a visdo computacional ndo deve ser compreendida como mero filtro de seguranga,
mas como fundacao de um novo regime de soberania informacional. Ela inaugura a era em que
democracias precisardo garantir computacionalmente o direito coletivo a autenticidade, com o
mesmo rigor com que historicamente garantiram direitos civis como voto, identidade e liberdade.
Se a desinformacao € hoje projetada por redes neurais, a verdade tera de ser defendida por
arquiteturas igualmente complexas — ndo com nostalgia do passado, mas com infraestruturas
técnico-filosoficas compativeis com a era pos-fotografica da percepgdo sintética. Nao se
combate guerra algoritmica com fé na memoéria — combate-se com soberania sobre a
computagdo da realidade.

Portanto, a visdo computacional ndo é apenas resposta — é limiar de um novo pacto civilizatorio.
O que esta em jogo ndo é vencer a batalha ocasional das fake news ou proteger elei¢des
especificas: é decidir se a humanidade aceitara viver em regime de realidade colapsavel ou
reconstruira uma nova ecologia de confianga baseada em garantias computaveis, éticas e
plurais. Se os proximos anos definem a arquitetura do real, este artigo sustenta que apenas uma
convergéncia madura entre ciéncia da computacao, teoria critica da tecnologia, filosofia da
informagao e governanga democratica da IA sera capaz de assegurar que a verdade ndo seja
reduzida a um subproduto de redes neurais, mas permanega como bem publico inegociavel —
fundamento existencial da prdpria ideia de humanidade compartilhada.
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